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ABSTRACT

Length of stay in hospitalized patients is acknowledged as a criti-

cal factor for healthcare policy planning that consequently a�ects

the available human, technical and �nancial resources as well as

facilities occupation. Over recent years, data mining and machine

learning led to the development of several e�cient and accurate

models for predicting of how long a patient will stay in the hospital

and support healthcare policy planning. As an alternative to tradi-

tional classi�cation methods, semi-supervised learning algorithms

have become a hot topic of signi�cant research which exhibit re-

markable performance over labeled data but lack the ability to be

applied on large amounts of unlabeled data. In this work, we evalu-

ate the performance of semi-supervised methods in predicting the

length of stay of hospitalized patients. Our reported experimental

results illustrate that a good predictive accuracy can be achieved

using few labeled data in comparison to well known supervised

learning algorithms.
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1 INTRODUCTION

Nowadays, the healthcare system integrates many service units

which consist of a number of interacting departments and health-

care units such as outpatient department, emergency department,

operating theatre, intensive care unit and inpatient wards. The

main objective of hospital managers is the establishment of an ap-

propriate healthcare planning and organization by allocating facil-

ity, equipment and manpower resources necessary for hospital op-

eration according to the patients’ needs while minimizing the cost

of healthcare. Therefore, several techniques have been developed

for scheduling elective admissions, predicting bed needs and mea-

suring bed utilization. The major component in these techniques

is the accurate prediction of how long a patient will stay in the hos-

pital and the understanding of the factors that in�uence its stay.

Length of Stay (LoS) is usually de�ned as the duration of a pa-

tient hospitalization and it is calculated as the di�erence between

the timestamp of a patient discharge and the timestamp of its ad-

mission. It is generally acknowledged as an indicative marker of

inpatient hospitalization costs and resource utilization. Since hos-

pitals have severely limited beds to hold inpatients and as most

of them are facing substantial �nancial pressure, it is extremely

important to �nd ways to reduce healthcare costs [15]. Due to

the growing number of hospitalized patients, predicting the av-

erage LoS has become increasingly important for both resource

planning and e�ective admission scheduling. Clinicians generally

assume that LoS of individual patients is unpredictable and the ac-

curacy of the prediction is heavily depended on experience. It is

noted that many hospitals have no ability to predict and measure

future admission requests [11]. Hence, the accurate prediction of

LoS has become increasingly important not only for the health-

care systems but also for the patients. More comprehensively, this

“knowledge discovery” can assist hospital managers for rehabili-

tation planning, resource allocation and healthcare units adminis-

tration (e.g. patient admission/treatment/discharge, bed manage-

ment, sta� scheduling). Furthermore, with the accurate estimation
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of LoS, patients will be provided with better medical services in a

hospital. Nevertheless, the development of an accurate model for

the prediction of LoS is a very attractive and challenging task.

During the last decades, hospitals have managed to accumulate

a large volume of data which enable researchers to measure and

compare clinical performance and utilize these results to support

or critique policy decisions. Machine learning techniques o�er a

�rst step and a helping hand in extracting useful information from

these data and gaining insights into the prediction of LoS and on

the major factors and elements which a�ect the duration of a pa-

tient hospitalization. To this end, several studies have attempted to

predict LoS with heterogeneous methods [2, 29, 30, 34] and extract

the factors a�ecting LoS among various types of patients [3, 14, 16].

The majority proportion of these studies examines the e�ciency

of supervised methods utilizing only labelled data to determine an

accurate predictionmodel. Nevertheless, inmany real-world classi-

�cation problems, labelled instances are often di�cult, expensive,

or time consuming to obtain, since they require the e�orts of em-

pirical research and in contrast unlabeled data are easier to obtain,

require less e�ort of experienced human annotators. As an alterna-

tive to traditional classi�cation methods, semi-supervised learning

algorithms constitute the appropriate technique to exploit medical

data, since there is often a lack of labeled data, while unlabeled is

vast.

In this work, we examine the e�ectiveness of semi-supervised

methods for the prediction of LoS in hospitalized patients. To the

best of our knowledge, no study exists dealing with the implemen-

tation of semi-supervised methods for predicting the expected LoS.

Our objective is to provide an accurate prediction model consid-

ering demographic, clinical, and geographical factors which can

be assessed at the time of admission for predicting LoS of acute

care hospitalization for patients. Our preliminary numerical ex-

periments illustrate that the classi�cation accuracy can be signi�-

cantly improved, utilizing a few labeled and many unlabeled data

for developing reliable prediction models.

The remainder of this paper is organized as follows: Section 2

presents a survey of recent studies concerning the application of

data mining in the prediction of LoS. Section 3 presents a brief dis-

cussion of the semi-supervised learning algorithms and Section 4

presents a detailed description of the data collection and data prepa-

ration used in our study. Finally, Section 5 presents experimental

results, while Section 6 sketches concluding remarks and future

work directions.

2 RELATED WORK

Hospitals are daily faced with a signi�cant uncertainty that is the

LoS of a hospitalized patient. As future admission requests appears

to be a more complicated problem within an e�ective and long-

term healthcare system planning, accurate prediction of in-hospital

stay duration would allow, in the short-term, for e�cient human

resources allocation and facilities occupancy. LoS prediction is a

substantial problem that attracted research community’s attention

since the ’60s [10, 19] by employing statistical methods.

Since then, several scienti�c �elds have risen, providing math-

ematical and computing classi�cation and prediction techniques.

Following the evolution of machine learning and data mining, re-

search e�orts focused on employing relevant algorithms in the

�eld of LoS prediction. In [31], Walczak et al. studied the appli-

cability of neural networks for LoS and injury severity for pedi-

atric trauma and pancreatitis patients. Initially, they used pediatric

trauma cases and as far as LoS is concerned, the neural networks

with a single hidden layer of 25 nodes achieved the best accuracy.

The same researchmethodologywas applied for patients with acute

pancreatitis. Three LoS speci�city scores were adopted, namely:

short (less or equal to one week), medium (one to two weeks) and

long (more than two weeks). Under the assumption that one-day

overlap among the categories is allowed, the accuracy obtained

was roughly 52%.

Hachesu [11] applied data mining techniques to extract useful

knowledge and draw an accurate model to predict the LoS of heart

patients. The data in their study consist of patients who had suf-

fered coronary artery disease admitted to a cardiovascular center.

Based on their experimental results, the authors stated that a LoS

greater than 10 days was associated with comorbidity and diastolic

blood pressure features and there was a signi�cant tendency for

LoS to be longer in patients with lung or respiratory disorders and

high blood pressure. Moreover, their proposed ensemble algorithm

exhibited the best performance than any individual algorithm, pre-

senting 98.2% of successful classi�cation.

Panchami and Radhika [22] proposed a novel approach for pre-

dicting whether the LoS of a hospitalized patient is greater than

oneweek. Their approach identi�ed groups of similar hospital claims

from the dataset utilizing a density based clustering approach called

DBSCANwhich uses these groups as the training set to classify the

LoS of patients with high accuracy. An advantage of the DBSCAN

clustering is that it eliminates the noise points from the dataset.

Their experiments presented that prediction models based on sup-

port vector machine gives the best performance and the training

set created by DBSCAN approach provides the best performance.

Luigi et al. [18] proposed the Growing Neural Gas model to pre-

dict the LoS of hospitalized patients which is based on an ensem-

ble algorithm. The dataset used in their study consisted of 274962

instances of hospital admissions and the accuracy of their ensem-

ble algorithm obtained reached 96.36% which signi�cantly outper-

formed the classical classi�cation algorithms.

Nouaouri et al. [21] proposed an inpatient LoS prediction ap-

proach based on evidential data mining. Their methodology han-

dles the uncertainty, imprecision and missing data within a data-

base. Moreover, they introduce the Evidential Length Of Stay pre-

diction algorithm which allows the accurate prediction of a new

patient the length of stay. Their experimental results con�rmed the

suitability of their approach by testing and experimenting the pro-

posed algorithm on a healthcare datasets containing 270 patients.

Tsai et al. [28] performed a two stages LoS prediction, the predis-

charge and the preadmission ones. The predischarge stage uses all

the available data of in-hospital patients, while the preadmission

one uses only the data available before a patient’s admission. The

prediction results of predischarge patients were utilized to eval-

uate the LoS prediction performance at the preadmission stage.

The sample consisted of 2377 of cardiovascular disease patients

with one of the three primary diagnoses: Coronary Atherosclerosis
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Figure 1: Semi-supervised learning framework

(CAS), Heart Failure (HF) and Acute Myocardial Infarction (AMI).

Their proposed classi�cation model was able to predict correctly

for 88.07% to 89.95% CAS patients at the predischarge stage, re-

spectively and for 88.31% to 91.53% at the preadmission stage. For

HF/AMI patients, the accuracy ranged from 64.12% to 66.78% at the

predischarge stage and 63.69% to 67.47% at the preadmission stage

when a tolerance of two days was allowed.

3 A REVIEW ON SEMI-SUPERVISED
LEARNING

Semi-supervised learning (SSL) constitutes of an extension of su-

pervised and unsupervised learning, aiming to exploit the explicit

classi�cation information of labeled data with the information hid-

den in the unlabeled data for improving the classi�cation perfor-

mance. In contrast to traditional classi�cation approaches, SSL uti-

lizes large amount of unlabeled samples together with labeled sam-

ples to build an e�cient and accurate classi�er. More speci�cally,

SSL methods utilize only a small proportion of the whole amount

of data to be labeled for accomplishing their task, known as labeled

ratio R which is de�ned by

R =
Number of labeled dinstances

Number of all instances

and it is usually provided in percentage values (%). Subsequently,

after the labeled ratio is de�ned, all the available data is split into

two distinct subsets: the labeled (L) set and the unlabeled (U ) set.

Clearly, the set L ∪U forms the training set. The generic represen-

tation of the examples included in each of these subsets is respec-

tively de�ned as follows:
{

xL = {Feature set | Class}

xU = {Feature set | Not known class}

In the literature, many SSL algorithms have been proposed with

di�erent philosophy on labeling of examples in U and their incor-

poration in L (Figure 1). Self-training, Co-training and Tri-training

constitute the most representative and commonly utilized.

Self-training is generally considered as the simplest and one

of the most e�cient SSL algorithms. This algorithm is a wrapper

based SSL approach which constitutes an iterative procedure of

self-labeling unlabeled data. According to Ng and Cardie [20] “self-

training is a single-viewweakly supervised algorithm”which is based

on its own predictions on unlabeled data to teach itself. Firstly, an

arbitrary classi�er is initially trained with a small amount of la-

beled data, constituting its training set which is iteratively aug-

mented using its own most con�dent predictions of the unlabeled

data.More analytically, each unlabeled instance which has achieved

a probability over a speci�c threshold c is considered su�ciently

reliable to be added to the labeled training set and subsequently

the classi�er is retrained.

It is worth noticing that the success of Self-training is heavily

depended on the newly-labeled data based on its own predictions,

hence its weakness is that erroneous initial predictions will proba-

bly lead the classi�er to generate incorrectly labeled data [36].

Co-training [4] is a semi-supervised algorithm which is based

on the strong assumption that feature space can be split into two

di�erent conditionally independent views and that each view is

able to predict the classes perfectly [6, 27]. Under these assump-

tions, this algorithm assumes that it is more e�ective to predict

the unlabeled instances by dividing the features of data into two

separable categories. In this framework, two learning algorithms

are trained separately for each view utilizing the initial labeled

dataset and the most con�dent predictions of each algorithm on

unlabeled data are used to augment the training set of the other

algorithm through an iterative learning process. Essentially, co-

training is a “two-view weakly supervised algorithm” since it uses

the self-training approach on each view [20].

The classi�cation e�cacy and e�ectiveness of co-training is clo-

sely related with the appropriate selection of the two learning al-

gorithms, as well as with the existence of two conditionally in-

dependent views. Nevertheless, the requirement of two su�cient

and redundant views is a luxury hardly met in most scenarios and

real-world tasks, therefore several extension of this algorithm have

been developed, such as tri-training.

Tri-Training [35] consists of an improved version of Co-Training

which overcomes the requirements for multiple su�cient an re-

dundant feature sets. This algorithm is a bagging ensemble of three
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Attribute Values

Gender male, female

Age 65 − 74, 75 − 84, > 85

Insurance type IKA, OGA, TAYT, NAT, private, uninsuranced, indigent, other,

Residence altitude 0 − 100, 100 − 300, > 300 (m).

Residence urbanity urban, semi-urban, rural.

Residence distance from hospital 0 − 15, 15 − 30, 30 − 45, > 45 (km)

Residence medical cover type hospital, regional clinic, rural clinic.

Patient’s day of admission Sunday, Monday, Tuesday, Wednesday, Thursday, Friday, Saturday.

Patient’s month of admission January, February, March, April, May, June, July, August, September, October, November, December.

ICD-10 diagnosis code A00 − B99, C00 − D48, D50 − D89, E00 − E90, F00 − F99, G00 − G99, H00 − H59, H60 − H95, I00 − I99, J00 − J99,

K00 − K93, L00 − L99, M00 −M99, N00 − N99, Q00 − Q99, R00 − R99, S00 − T98, V01 − Y98, Z00 − Z99, other.

Ward of nursing cardiology, general surgery, orthopaedics, internal medicine.

Number of admissions in a ward 1, 2, . . . , 100.

Class “1-2”, “3-6”, “over 6”

Table 1: Attributes description

classi�ers, trained on the data subsets generated through bootstrap

sampling from the original labeled training set. In case two of the

classi�ers agree on a prediction, then they label the unlabeled ex-

ample with their prediction and augment the third classi�er with

the newly labeled example. The e�ciency of the training process

is based on the “majority teach minority strategy” which serves as

an implicit con�dence measurement, avoiding thereby the use of

a complicated time consuming approach to explicit measure the

predictive con�dence.

In contrast to several SSL algorithms, Tri-training does not re-

quire di�erent supervised algorithms as base learners which leads

to greater applicability in many real world classi�cation problems

[9, 17, 36]. However, sometimes the performance of tri-training

degradates thus three other issues must be taken into account [9]:

(1) Excessively restrictions, introduce further classi�cation noise.

(2) Estimation of the classi�cation error is unsuitable.

(3) Di�erentiation between initial labeled example and labeled

of previously unlabeled example is de�cient.

4 DATASET

The data set consisted of patients hospitalized in the General Hos-

pital of Kalamata, Greece during the period between 2008 and 2012.

We identi�ed 4403 patients, aged over 65 years of both genders and

diagnoses. Data cleansing and preprocessing operations involved

the deletion of repeated records, irregularities, and irrelevancies

and manipulation of records with missing and outlier data. Fur-

thermore, records with the same admission and discharge date (i.e.

resulting to 0 LoS) were excluded.

Table 1 presents the set of the thirteen (13) attributes utilized in

our study concerning demographic, clinical, geographical and ad-

ministrative factors. The �rst three (3) attributes are related with

patient’s personal information such as gender, age, and insurance

type. Notice that each patient in Greece belongs to a speci�c insur-

ance fund based on his occupation such as IKA, OGA, NAT, TAYT,

or he/she has a private hearth insurance. The following four (4) ge-

ographical and demographic attributes concern the patient’s resi-

dence altitude, urbanity and distance from the hospital as well as

themedical cover of the residence. The last �ve (5) attributes are re-

lated with patients’ pathological and clinical characteristics. These

attributes concern the day and month of the patient’s admission in

the hospital and the number of patients which have been admitted

that day. Additionally, the ward hospital in which the patient was

admitted and the ICD-10 diagnosis code according to the World

Health Organization [32] are usually the main reasons of patient’s

LoS. Finally, the patients were classi�ed according to the number

of days in the hospital utilizing a three-level classi�cation scheme:

“1-2” days, “3-6” days, “over 6” days.

5 EXPERIMENTAL RESULTS

In this section, we conduct a series of tests in order to evaluate

the performance of the most popular and commonly used SSL al-

gorithms: Self-training, Co-training and Tri-training. Each SSL al-

gorithm was evaluated deploying as base learners: Naive Bayes

(NB) [5], Multilayer Perceptron (MLP) [25], Sequential Minimum

Optimization (SMO) [23], 3NN algorithm [1], C4.5 decision tree

algorithm [24] and PART [8] as a typical rule-learning technique.

These algorithms constitute the most e�ective and the most pop-

ular machine learning algorithms for classi�cation problems [33].

Furthermore, the implementation code was written in JAVA, using

WEKA Machine Learning Toolkit [12]. The con�guration parame-

ters for all SSL algorithms used in our experiments are presented in

Table 2. Regarding the base learners, the default parameter settings

included in theWEKA software were utilized in order to minimize

the e�ect of any expert bias by not attempting to tune any of the

algorithms to the speci�c datasets.
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The classi�cation accuracy of all learning algorithms was evalu-

ated utilizing the standard procedure called strati�ed 10-fold cross-

validation i.e. the data was separated into folds so that each fold

had the same distribution of grades as the entire data set. Accuracy

constitute as one of the most frequently and commonly utilized

measures for assessing the overall e�ectiveness of a classi�cation

algorithm [26] is de�ned as the percentage of correctly classi�ed

instances. In order to study the in�uence of the amount of labeled

data, four di�erent ratios of the training data were used: 10%, 20%,

30% and 40%.

Algorithm Parameters

Self-training MaxIter = 40.

c = 95%.

Co-training MaxIter = 40.

Initial unlabeled pool = 75.

Tri-training No parameters speci�ed.

Table 2: Parameter speci�cation for all the SSL methods em-

ployed in our experiments

Tables 3 present the classi�cation performance of each SSL algo-

rithm utilizing 10%, 20%, 30% and 40%, respectively as labeled data

ratio and the best accuracy for each base learner is highlighted in

bold style. Additionally, a more representative visualization of the

classi�cation performance of the compared classi�ers is presented

in Figure 2.

SSL algorithm Ratio

10% 20% 30% 40%

Self-training (NB) 63.09% 62.96% 63.57% 62.55%

Co-training (NB) 63.03% 63.09% 62.71% 63.03%

Tri-training (NB) 63.18% 63.32% 63.12% 63.23%

Self-training (MLP) 63.21% 62.12% 62.82% 62.93%

Co-training (MLP) 63.93% 64.45% 64.00% 64.48%

Tri-training (MLP) 63.82% 64.46% 62.64% 63.50%

Self-training (SMO) 63.77% 62.93% 62.71% 61.59%

Co-training (SMO) 64.07% 63.07% 62.44% 62.86%

Tri-training (SMO) 63.82% 64.27% 63.93% 64.23%

Self-training (3NN) 62.84% 62.53% 61.93% 62.48%

Co-training (3NN) 62.07% 60.84% 61.77% 62.41%

Tri-training (3NN) 62.77% 62.82% 62.71% 62.55%

Self-training (C4.5) 64.39% 64.98% 64.83% 65.30%

Co-training (C4.5) 63.66% 62.18% 62.82% 62.62%

Tri-training (C4.5) 64.59% 64.21% 64.18% 64.86%

Self-training (PART) 62.34% 62.46% 62.75% 62.68%

Co-training (PART) 62.82% 62.37% 62.00% 62.68%

Tri-training (PART) 62.55% 62.82% 62.57% 63.34%

Table 3: Classi�cation accuracy of all SSL algorithms

The number of wins of each one of the tested methods accord-

ing to the ratio of labeled data in the training set is presented in

Table 4, while the best scores are highlighted in bold. It should

me mentioned that draw cases between algorithms have not been

encountered. The aggregated results illustrate that Tri-training is

by far the most e�ective method since it exhibits the most wins

with a labeled ratio of 20% and 40%. Moreover, Co-training and

Self-training report the most wins with a labeled ratio 10% and

30%, respectively followed by Tri-training.

SSL algorithm Ratio

10% 20% 30% 40%

Self-training 1 1 3 1

Co-training 3 0 1 1

Tri-training 2 5 2 4

Table 4: Total wins for each SSL algorithm

In machine learning, the statistical comparison of multiple al-

gorithms over multiple data sets is fundamental and it is usually

carried out by means of a statistical test [17]. Therefore, in order

to evaluate the rejection of the hypothesis that all the algorithms

perform equally well for a given level and highlight the existence

of signi�cant di�erences between our proposed algorithm and the

classical SSL algorithms, we utilized the non-parametric Friedman

Aligned Ranking (FAR) [13] test. Notice that, since the test is non-

parametric, it does not require commensurability of the measures

across di�erent data sets, it does not assume normality of the sam-

plemeans and it is robust to outliers.Moreover, the Finner post hoc

test [7] with a signi�cance level α = 0.05 was applied a post hoc

procedure to detect the speci�c di�erences among the algorithms.

Tables 5, 6, 7 and 8 present the information of the statistical

analysis performed by nonparametric multiple comparison proce-

dures over 10%, 20%, 30% and 40% of labeled data, respectively. The

best(lowest) ranking obtained in each FAR test determines the con-

trol algorithm for the post hoc test. Clearly, Tri-training reports

the best performance due to better probability-based ranking and

higher classi�cation accuracy.

Algorithm Friedman Finner post-hoc test

Ranking p-value Null Hypothesis

Tri-training 7.6667 - -

Co-training 10.1667 0.417304 accepted

Self-training 10.6667 0.025321 rejected

Table 5: FAR test and Finner post hoc test (labeled ratio 10%)

Algorithm Friedman Finner post-hoc test

Ranking p-value Null Hypothesis

Tri-training 5.6667 - -

Self-training 10.3333 0.130009 accepted

Co-training 12.500 0.026621 rejected

Table 6: FAR test and Finner post hoc test (labeled ratio 20%)



DSAI 2018, June 20–22, 2018, Thessaloniki, Greece Livieris et al.

60 61 62 63 64 65

    Tri (NB)     

    Co (NB)     

                          Self (NB)     

               Tri (MLP)         Co (MLP)     

    Self (MLP)                           

    Tri (SMO)                                      

    Co (SMO)     

                                     Self (SMO)     

    Tri (3NN)     

    Co (3NN)     

    Self (3NN)                           

    Tri (C4.5)                

    Co (C4.5)         Self (C4.5)     

                          Tri (PART)     

    Co (PART)     

    Self (PART)     

Ratio = 10%

Ratio = 20%

Ratio = 30%

Ratio = 40%

‘

Figure 2: Labeled ratio comparison

Algorithm Friedman Finner post-hoc test

Ranking p-value Null Hypothesis

Tri-training 6.0000 - -

Self-training 9.3333 0.130009 accepted

Co-training 13.1667 0.026621 rejected

Table 7: FAR test and Finner post hoc test (labeled ratio 30%)

Algorithm Friedman Finner post-hoc test

Ranking p-value Null Hypothesis

Tri-training 6.0000 - -

Co-training 10.4167 0.151870 accepted

Self-training 12.0833 0.048417 rejected

Table 8: FAR test and Finner post hoc test (labeled ratio 40%)

Finally, in order to illustrate the classi�cation performance of

the SSL algorithmswe evaluate their best reported performance for

each base learner with the corresponding supervised algorithms

trained with 100% of the training set. The results presented in Ta-

ble 9 illustrate that SSL algorithms are comparatively better than

the respective supervised algorithms, relative to all base learners.

Supervised Self-training Co-training Tri-training

NB 62.54% 63.57% 63.09% 63.32%

MLP 61.78% 63.21% 64.45% 64.46%

SMO 62.57% 63.77% 64.07% 64.27%

3NN 61.66% 62.84% 61.77% 62.82%

C4.5 64.77% 64.98% 62.82% 64.59%

PART 63.43% 62.75% 62.82% 62.82%

Table 9: Classi�cation accuracy comparison
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6 CONCLUSIONS

In this work, we evaluated the classi�cation performance of semi-

supervised algorithms for predicting the LoS in hospitalized pa-

tients. Our experimental results illustrated that semi-supervised

algorithms can improve the classi�cation accuracy utilizing a few

labeled and many unlabeled data for developing reliable prediction

models. Furthermore, it is worth mentioning that the patients’ at-

tributes utilized in our work do not constitute a conclusive list. An

extension can introduce new attributes and other criteria which

were not in the current database, but are collectable by medical

sta� and may potentially in�uence the performance and the qual-

ity of the prediction.

Since the experimental results are quite encouraging, a next step

could be the development of a decision-support tool concerning

the prediction of the expected LoS in order to assist and support

healthcare policy planning. Moreover, another direction for a fu-

ture research would be to enlarge our database with data from

more hospitals and more years and apply machine learning meth-

ods to predict LoS and extract the factors a�ecting it among various

types of patients.
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